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1. Preliminaries

= Notations

e D:= {0, 1} where 1 ~Tand 0 ~ F.

Dy := {0 1}, D, = D.

§i: the i-th column of the identity matrix 7,,.

o Ay:={6l,...,0f. Denote A := A,.

e For a matrix L € M, Col;(L) := L&}, Row;(L) := (&)L, Col(L) :=
{Coli(L),i =1,...,n}, Row(L) := {Row;(L),j = 1,...,m}.

o Ly, :={L:L € M,x,and Col(L) C A,}. And any matrix L € L,
is called a logical matrix.

ak 17"'ak 17

o If L € L,x,, thenitis expressed and briefly denoted as L = [5i1, 52, .. ., §%]
and L = (Sn[il,ig, oo lr]

o ®: the Kronecker product.
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= Review of several matrix products

Traditional matrix product

Assume A = (a;) € Muxn, B = (b;j) € M,«,, define the traditional
product of matrices A and B as

AB = (cj) € Myx, (1)

where ¢;; = Z:L:l aigbyi, i=1,2,---m;j=1,2,---q.
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Kronecker product

Assume A = (a;) € Muxn,B = (b;) € M,x,  then the Kronecker
product of matrices A and B as

a”B alzB coo alnB

ale azzB 000 lenB
A®B= : . : € Mypxcng- )

amB apB ... au,B
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Property 1 of Kronecker product
IfA € Myuxn,B €My, CE My, D My, then

(A® B)(C® D) = (AC) ® (BD),

particularly,
ARB=(A ®I,,)(In ® B).

Property 2 of Kronecker product

| A

@ Given two vectors X € R”, Y € R", we have
V. XY =Y ®X.
Q IfA e My, BE My, Cc M, then
V.(ABC) = (CT ® A)V.(B).

Vo(A) = (Coly(A)T, Coly(A)T, ..., Col,(A)T)T.

N
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Khatri-Rao product

Assume n,m,p, q,n;,m;,p;,q;,(i = 1---r,j = 1---5) are all positive in-
teger, and satisfy

r s r S
domi=m> m=n> pi=p,» ¢=4q
i=1 j=1 i=1 j=1

A = (Aj) € Myxn,B = (B;j) € M,., are block matrices, where A;; €
Moy, x> Bij € My, xq;, that is,

An Ap -0 Ag Byy B - By

Ay Axp - Ag B>y By - By
A= . ] . |.B=| . . :

Arl Ar2 o Ars Brl Br2 e Brs

Define the Khatri-Rao product of matrices A and B as:

AxB = (AU®BIJ) EMMX\N (3)

where u ="\ mp;,v = Z]Ll n;q;-

7/59



Remark about Khatri-Rao product

Q lfr=s=1,thenA*B=A® B;
QIf A € Muyxr, B € Myyys A = (A Ay - A), B =
(Bl B, --- Br), then

A*BZ(A1®Bl A>®By --- AMX)B,).
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Hadamard product
Assume A = (a;),B = (b;j) € M,uxn» then the Hadamard product of A
and B is defined as

A®B= (Clljbu) EM,«,. (4)

v

Particularly, if
m:p’n:q,ml:mzz...:mr:nl:nzz...:nszl

in the definition of Khatri-Rao product, then A « B=A ® B.
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= Semi-tensor product

Definition 1

Let A € Myxn, B € My, t = lem(n,p). Then the semi-tensor product
(STP) of A and B is

AxB:=(A ®It/n)(B ®Il/p)a

where lcm(n, p) represents the least common multiple of » and p.

Problem 1

A\

In Definition 1, what does happen to the product above if ¢ is any other
common multiple of n and p?

v
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iz Pseudo-Commutativity

(1) Given a matrix A € M and a column vector x € V,. Then

xX A= (I, ®A)x,

Axx=x(l;,®A).

(2) Given two column vectors x € V,,,y € V,,. Then
Winm X X Xy =y KX,

XX Y X Wy, =y XX,

where W, ,,) is a swap matrix.
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2. Propositional logic

= Propositions

Consider the following statements.
1. A dog has 4 legs;
2. The snow is black;

3. There is another human in the universe.
4. Bridge, stream, village.

It is not hard to find that statement 1 is “true” and statement 2 is “false”.
Statement 3 may be “true” or “false”, although we still do not know the
answer. Thus, statements 1-3 are all propositions. Statement 4 is not
a proposition, because neither “true” nor “false” is meaningfully applied
to it.
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= | ogical operators

e Negation — (75). The negation of proposition A, denoted by —A, is
its opposite. A is true if and only if —A is false, and vice versa.

e Conjunction A(&HX). The conjunction of A and B, denoted by A A B,
is a proposition that is true only if A and B are true.

¢ Disjunction V(#7HX). The disjunction of A and B, denoted by A V B,
is a proposition that is true if at least one of A and B is true.

o Conditional —(Z%i%). The conditional of A and B, denoted by A — B,
means that A implies B, i.e., if A then B.

e Biconditional «+(%1H). The biconditional of A and B, denoted by
A < B, means that A is true if and only if B is true.
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= | ogical function

Definition 2
1. A logical variable is a variable which takes value from D.

2. A set of logical variables xi, . . ., x, are independent, if for any fixed
values x;,j # i, the logical variable x; can still take value either 1 or 0.

3. A logical function of logical variable xi, . . . , x, is a logical expression
involving xi, ..., x, and some possible statements (called constants),
joined by logical operators.

Hence, a logical function is mapping f : D" — D. It is also called an
n-ary operator.

fp,q,r) = (=p) — (¢ V r) is a logical function of p, g, r.
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Table 1: Truth table of -, A, V, —, <>, V, 1T and |

x y ——wx v AV —> & V 1 |
i1 0 0 1 1 1 1 0 0 O
i 0 0 1 01 0 0O 1 1 O
0o 1 1 o o1 1 0 1 1 0
0 0 1 i 0 0 1 1 0 1 0

@ V is logical operator “exclusive or’(EOR #X);
o 1 is “not and’(NAND 53E);
@ | is “not or’(NOR =i F).

Problem 2
Is there any other 2—ary logical operator? How many?

15/59



> Normal Form

Definition 3

Let {p1,p2,...,pn} be a set of logical variables. Define a set of logical
variables by also including their negations, as follows:

P = {P17_‘P17P27_‘P27-~-aPn7_‘Pn}~

1. lf ¢ := A\._, @i, a; € P, then c is called a basic conjunctive form.
2. Ifd:=\/}_, a;, a; € P, then d is called a basic disjunctive form.

3. If m :=\/}_, ¢;, where c; are basic conjunctive form, then m is called
a disjunctive form.

4. If n := A\._, d;, where d; are basic disjunctive form, then m is called
a conjunctive form.
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Any logical expression can be expressed in disjunctive normal form as
well as conjunctive normal form. (about the proof, see page 12 of [1])

’

Consider f(p,¢,r) = ((pV ) = —r) = ((r = p) A (rV q)).

Its disjunctive normal form is:

fF=@AgAT)V(PAGA=)V (PA=GAT)V (-p AGAT)V (- Ag A -T),
and its conjunctive normal form is:

f=0EpVagVvr)AN(pVgVv-r)A(pVg\Vr).

4

[1] D. Z. Cheng, H. S. Qi, Z. Q. Li, Analysis and Control of Boolean
Networks: A Semi-tensor Product Approach, London, Springer,
2011.
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3. Structure matrix of a logical function

= Structure matrix of a logical operator

To use matrix expression of logic, we identify

a[3] ova- 8]

and call them the vector forms of logic values. Then in vector form, an
n-ary logical function f becomes a mapping f : A" — A. That is,

D~ A,

Similarly,
fD"=>Def: A" = A
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Definition 5

Let f(x1,...,x,) be an n-ary logical function. Ly € L, is called the
structure matrix of f, if in vector form we have

f(xl, aoo ,xn) = Lf l><lr~l=1 Xi. (5)
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The structure matrices of some fundamental operators:

Mﬁ = M,, = 52[2 1],

My :=M;=8[1112],
My =M, =05,[1222],
M_, :=M;=d8[1211],
M =M, =d,[1221].

To check the first one

Check the vector equation —p = M, p, where p is the vector form of a
logical variable, and

Mn:62[21]:[(1) H

1) Whenp =T,wehave p =T ~ 6} = M,p =63 ~ F.

2) Whenp = F,wehavep =F ~ 6 = M,p =0} ~T.
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= Power-reducing matrices

Lemma 3
Given a logical variable x € A. Then

X = M,x,

where M, := 04[1 4] is called the power-reducing matrix.

| N

To check Lemma 3
1) When x = 4}, then

1 10
> [1][1] o] _|oo]|[1]_
s=[s][s]={ol=] 0 o|[o]-m=
0 0 1

2) When x = 62, the proof is omitted.

Problem 3
If x € A, write the corresponding power-reducing matrix M, .

—
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Definition 6

A matrix L € L,«, is called logical matrix, if Col;(L) € A, for any 1 <
i<r.

Lemma 4
1. A swap matrix is a logical matrix, i.e., Wi, € Lunxmn;

| \

2. The identity matrix is a logical matrix, i.e., I, € Lyxm;
3. The power-reducing matrix is a logical matrix, i.e., M, € L4x2;
4. fLeL,thenL®, €L, [, QLE L;

5 IfA,B € L,then Ax B € L. (For any A € R,x,, we have A5 =
COl,(A))
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Proposition 1

Let f(xi,...,x,) be an r-ary logical function with logical variables
X1,...,X,. Then, f can be expressed as

f(xl,...,xn) = D(ifi,

where & € {M,,, Mg, M¢,x1,...,%,}.

Proof outline of Proposition 1
1. disjunctive (conjunctive) form;

A

2. the structure matrices of logical operators Vv, A and —.

23/59



Example 4

Letf(p,q,r) = (p A —q) V (r A p). Then in vector form we have

fp.g,r) = (pA—q) V(rAp)
= My(M.p(M,q))(Mcrp)
= MM .pM,gM.rp.
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Based on Proposition 1, we have

Proposition 2

Letf(xi,...,x,) be an n-ary logical function. Then there exists a unique
structure matrix Ly € £, such that (5) holds.

Proof outline of Proposition 2

1. Using ;M = (I ® M)x; to move all variables x; to the rear;
2. Using swap matrix to change the order of two variables x; and x;;
3. Using power-reducing matrix to reduce the powers of x; to 1;

4. Prove Ly € Lyxon;

5. Prove the uniqueness.
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In Example 4 we have already have f(p,q,r) = M;M.pM,gM.rp. We
continue by converting this into canonical form:

f(p,q,r) = MgM.pM,gM_rp
= MM (I, ® M,,)pgM_rp
= MM (I, ® M,,)(I, ® M.)pqrp
= MM (L, ® M,,)(Is ® M.)pW3 4pqr
= MM (L, ® M,,) (I, @ Mc)(I, @ W 4 P qr
= MM (I @ M,)(I4 @ M.)(I» @ Wip.4)M,pqr
= Mgpqr.
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Disjunctive (conjunctive) form is not necessary.

Example 6
Let f(x,y) = (xVy) = (x Ay). Then in vector form we have

fxy)=xVy) = (xAy)
= M;MgxyM.xy
= M:M,(Iy ® M.)xyxy
= MMy(Iy & Mc)xWipyxy?
= M,'Md(14 X® MC)(IZ X® W[z] )xzyz.

Using the power-reducing matrix, we have

flx,y) = MiMy(Is @ M) (L ® Wiy )xzy2
= MM;(Is ® M.) (I, ® Wi )M-xM,y
= MiMy(Is @ M) (I @ Wiz )M, (I, @ M, )xy.

Thus, L = MiMy(Is @ M. )(I, ® Wp)M,(I, ® M,) is the structure matrix
of f(x,y).

V.
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= Another computation of structure matrix

Example 7

Let f(p,q,r) = (—=p) — (¢ V r). The truth table is derived about logical
function f(p, g, r).

Table 2: Truth table of f(p, g, r)

‘

<
<
=

(e NeNeNe R e ]
OO 2+ 200 =~
O -0 =20 =0 =
~ 210000 |d
O =2 4 A4 O =4 =
O = 4 a4 g g | Y
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Definition 4

Let f(xi,...,x,) be an n-ary logical function. Denote the column of f in
its truth table by 7, and call it the truth vector of f.

Computation of structure matrix L,

Row (Ly) == TfT,
ROWz(Lf) = —|ROW1 (Lf),

where —Row (Ly) is derived by taking negation on each elements of
Row;(Ly), and Ty is the truth vector of logical operator f.
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Example 7 (continuing)
From Table 2, we have the truth vector of f

Tr=[11111110]".
Thus the structure matrix of f is obtained
b <[oo000001)
=5 [1,1,1,1,1,1,1,2]

) 9 ) ) ) ) 9

Notice that the value order of all variables in the truth table can not be
changed when using truth vector to deduce the structure matrix.

v
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Example 7 (continuing)

In vector form, we have

fp,q,r)=Li(p x q

Table 3: Truth table of f(p, g, r)

(,g;1) pxgxr f
(1,1,1) N((;%a(;%v(;%) 6(% lNéé
(17170)'\’(5%7 57(5%) 62% 1"‘6%
(1,0, 1) N((S%,(;%’(;%) 63 1 N(s%
(1,0,0) ~ (6%3 %,(5%) 63 1~ 65
(0,1,1) ~ (6%75%7 % 6§ I~ 5%
(07 0, 1) ~ (657 %765) 6; 1~ 5;
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= Dummy matrices

The dummy matrices are defined as

M,=5[1122], M,=0,[1212].

In vector form we have

M,xy =x, Myxy=y.
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Check Lemma 5
1) When x = 4}, then

weo=o 0 V1] [o]r=[o 0 ]r=[o] =

2) When x = 62, then

M [ L1 001[0] _Jo o] _[o]_
=10 o1 1|11 1|71 |7"

Therefore, M, xy = x is proved.

3) No matter x = 6} or x = 43, we all have M,x = I,. Hence, it is easy
to have M,xy = y.

Problem 4

In Lemma 5, if vectors x and y are all in A, then write the dummy
matrices.

\

v
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Example 8

Consider logical functions

fi(x1,x2,x3) = x1 A xa,
jﬁ(Xq ,XQ,.X3> = X2 V x3.

Using dummy matrices, the vector forms of fi (x1, x2, x3) and f>(x2, x2, x3)
can be expressed as

fi(x1,x2,x3) = Mcxixp = MexiMyxoxs = Mo (I, @ My,)x1x0x3,
Sfo(x1, %2, x3) = Maxoxs = MgM,x1x2X3.
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= Algebraic form=- Logical form

How can we get the logical form for a given algebraic form?

f(-xlax27 o axn) = Mf K?:] Xi.

Let f(x1,x2, - ,x,) be logical form. Its algebraic form is

f(X1,X2, o axn) = Mf ler'l:l Xi

where
My = &ay,ay,- - -, ax).

Its logical form can be calculated as follows:
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@ Step 1: Split the structure matrix into 2"~! equal blocks as

My = [0]ar, az],02[az,a4], - - -, dolazm_1, ax]]
= [LI,LQ7 s ,LG—l].

@ Step 2: Foreveryj = {1, 2, ..., 2" '}, factorize &, , as

o S0 s
Oyt = 05107+ 6"
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@ Step 3: The logical (disjunctive normal) form of f(x;,x2, - ,x,) iS
constructed as

2"l p—1
Fnx, - x) =\ [\ Xx A\ )]
j=1 =1
where
. 1, széz[l,l]
j o Xiy CYiZ i _ Xn, LJ:52[1,2]
/\ixl - { —x;, O[i _ 27 ¢J(xn) - X, Lj E 62[2’ 1]
0, L= 0,[2,2].

Logical expression of a logical function is not unique. I
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Example 9

Given

find its disjunctive normal form. Derive its structure matrix first:

Then

f(xl,x27x3) = (x1\7x2) — <_\)C2 <~ X3),

My =6,[1,1,1,2,2,1,1,1].

flxr,x0,x3) =

[x1 AXxy A ¢y ()C3)]V

[x1 A X2 A ¢2(X3)]\/
[—x1 Axa A ¢3(x3)]V
[—x1 A = A Pa(x3)]-
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Example 9 (continuing)
According to Algorithm 1, we have

Pr=0¢s=1, ¢ =x3, ¢3=x3.

Thus we have

f(x17x25x3) = [X] /\XZ]
[x1 VA% /\)C3]\/
[—\xl ANXxy N\ _\)C3]\/
[—x1 A —xg].
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4. Algebraic expression of logical systems

Definition 7
A static logical equations is expressed as

fl(xlv' 7xn) - Cl)

f(x ) 7xl’l) = (2,

2\ 2 (6)
fm(x17~-~axn) :Cma

where f; is a logical function, x; is a logical argument (unknown), and
¢; is a logical constant.

A set of logical constants d;,i = 1, . .., n, which makes x; = d; satisfying
(), is said to be a solution of logical equations (6).

v

40/59



Assume
y= My lx,r‘l:1 Xiy
=M, x"_, x;,

wherex; € A,i=1,2,...,n, M, € Loy and M, € L;4». Then

yz = (My*M;) xi_ x;,
where M, x M, := [Col,(M,) ® Coli(M,), ..., Coln(M,) ® Colx(M,)].
Result in Lemma 6 can be extend to multiple case or logical equations
(6).
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Proof outline of Lemma 6

1. yz = My [><?=1 xiMz D(;'zl X; = My(lzn X Mz)Mr,Z" D<?=l X; = Myz l><;l=1 Xi,
where My, € Ly

2. Assuming x”_,x; = 6%, (1 < r < 2" is arbitrary), have y = Col,(M,)
and z = Col,(M).

3. Col,(M,;) = yz = Col,(M,) x Col.(M,) = Col,(M,) @ Col.(M,).
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Example 10
Consider the following logical equations

x1 Axp =0,
XQ\/)C3:1, (7)
x3 <> x; = 1.

Denote x = x;x,x3. Then the vector form of each equation is expressed

as
ILi5% = MC(IZ ® M,,)x = 5%,

Lyx = MM, x = 6%,
Lyx = M, WiyM,x = 6.

According to Lemma 6, the vector form of equations (7) is

Lx = (Ly % Ly % Ly)x = &3.
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= | ogical dynamic systems

@ Boolean network (BN)

A

Figure 1: BN

@ Boolean control network (BCN)

= o\@ (t+ 1) = B#) A
A(t+1) =B(t) ANu(t
g/ o B(t+1) = C(t) V up(t
QO — Clt+1) = A1)
y(t) = ~C(t)

Figure 2: BCN
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@ Boolean network

xi(t+1) = filxi (1), xu(2))

: (8)
Xo(t+ 1) = f(x1(2), -+ ,x4(2)),x; € D,
@ Boolean control network
xi(t+1) = filxi(t), - xa(t), w1 (8), - 5 (1))
9)
Xa(t+1) = fulx (t) xn(t)ml(t)w'mum(t)x
yi(t) = hi(x(1)),j o 017

where Xi, Ui, y; € D.
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Proposition 3 (Algebraic form of dynamic logical network)

@ Boolean network (8) has algebraic form
x(t+ 1) = Lx(z), (10)

where x(1) = X" xi(t), L € Lonyon.

i

@ Boolean control network (9) has algebraic form

x(t+ 1) = Lu(t)x(z),
(1) = Hx(1),

where x(1) = x x;(1), u(t) = X" u;(r), y(t) = x_,yi(t), L €
£2"><2"+ma H e £2P><2"-




Proof outline of BN case in Proposition 3
1. xi(t =F 1) =L; D(?:l Xi.

2. X x(t+1) = (L XP x) X (Lo XP_ ) - - X (Ly P %) i= L x;.
3. Assuming x?_,x; = 65,(1 < r <n), have x;(t + 1) = Col,(L;) .

4, COlr(L) = D(?le,'(l B 1) = l><§’:1C01,(L,~) = ®?:1COIV(L1').
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@ Consider the Boolean network in Figure 1, we have

L=6[37 7 8 1 5 5 6].
@ Consider the Boolean control network in Figure 2, we have

L = 5[1155226613572468
555566665757686 38|;

H 5H21212121].
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= General logical networks |

@ k-valued logical networks

x(t+1) =fila (), - x(1)

: (12)
Xt +1) = fulxi (8), -+, xa(1)),
where x; € Dy.
@ k-valued logical network (12) has algebraic form
x(t+1) = Lx(z), (18)

Where X([) = D(?lei([), L e £kn><kn.
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= General logical networks

@ Mix-valued logical networks

xl(t+ 1) :fl(xl(t)v t axn(t))

: (14)
Xn(t+1) = fulxi (8), -, xa(0)),
where x; € Dy..
@ Mix-valued logical network (14) has algebraic form
x(t+ 1) = Lx(z), (15)

where x(t) = x_x;(t), L € Ly and k =[]\, k.
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= Appendix 1

Defined the k-value power-reducing matrix as

5§ 0 - 0
0 & -+ 0

Mr,k: . . :dlag{(sllvélga 75]k(}
0 0 5k

Given a logical variable x € A, ;. Then

2= M, x.
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Proof of Lemma 7

Assume x = 4, then it is easy to have

0

o= O s

0

O v

)

O
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Proof of Lemma 7 (continuning)

Mr,k-x =

o)
0

=)

5

O

53/59



= Appendix 2

A swap matrix of dimension (m,n)-is defined as follows:

Winn 1= L ® 6y, Iy ® 65, + 11, @ Sln]
= [6p X Gy O X Gy e O X G- X 6]
In ® (8,)7
I, ® (67)"

Swap matrices have many properties, see pp:38-41 of reference [1].

For example

SO o= OO
=0 0 e e @
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5. Example and Homework

A says “Bis a liar”, B says “C is a liar”, C says “Both A and B are liars”.
Who is a liar?

Denote T ~ 1 ~ 61 and D ~ 0 ~ &3 representing honest and not being
honest, respectively.

1 Define three logical variables: p: A is honest, or not; g: B is
honest, or not; r: ¢ is honest, or not.

2 Have p & —q; q <> —r;r < (=p A —q).

3 The problem is equivalent to when the following logical equation
has solution.

(P =g AN(g< —r)A(r< (-pA—g)) = 1.
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Example (continuing)

4 The algebraic form of the logical equation above is
M*M pM,qM .qgM,rM,rM,pM,q = 65.
5 Via computing, derive that Lpgr = 6} with
L:[OOOOOIOO]
1 1.1 1 1 0 1 1

6 It is clear that the algebraic equation above has unique solution:

=[] e=[4) 12

that is to say, A and C are both liars, only B is honest.
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1 Answer Problems 1-4 above.

2 Prove the algebraic forms of k (or mix) valued logical networks.
3 Given an algebraic form Lx with x = x”_ x; and L € Lo yon.
a. Can we derive its logical conjunctive normal form?

b. How to get it?
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Thanks for your attention!
Q&A
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