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Singular Boolean networks

 It is well known that singular systems, which are also referred to as
differential-algebraic equations, descriptor systems or implicit systems,
are often much more convenient and natural than standard models in
the description of many science and engineering systems.

 Singular Boolean networks (SBNs), are also called dynamic-algebraic
Boolean networks, which are much more effective than standard
Boolean networks for describing many science systems, due to the
existence of algebraic constraints in the relations between states for
practical scene.
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Description of singular Boolean networks

 Dynamic logical equations with static logical equations constraints

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



conventional Boolean networks

dynamic-algebraic Boolean networks 

𝑟(𝑟 < 𝑛) dynamic logical equations

𝑛 − 𝑟 static logical equations

Description of singular Boolean networks

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



（2）

Description of singular Boolean networks

Furthermore, given initial value (𝑥1 0 , 𝑥2 0 ,… , 𝑥𝑟 0 ) all logical variables 𝑥1 𝑡 , 𝑥2 𝑡 , … , 𝑥𝑛 𝑡 of (2) are 

determined at any time t.

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



Description of singular Boolean networks

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



 Two kinds of algebraic form of (1)

Matrix E is a singular one, the 

BN (9) (or its equivalent form 

(1)) is a singular BN

another condensed algebraic expression of 

(1)

（12）

𝑆𝑇𝑃

𝑆𝑇𝑃

𝑆𝑇𝑃
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Normalization of singular Boolean networks

 Problem statement

If E is a nonsingular logical matrix,

𝑥 𝑡 + 1 = ෩𝑀𝑥 𝑡 ≔ 𝐸𝑇𝑀𝑥(𝑡)

If E is singular logical matrix, when or how can 𝐸𝑥 𝑡 + 1 =
𝑀𝑥 𝑡 be converted into a normal dynamic Boolean network

with an algebraic constraint?

(13)

Definition 2: Consider the singular Boolean network (13) The

normalization problem is solvable, if we can find a coordinate

transformation z = T x such that under z coordinate frame, the

singular BN (13) is equivalent to the following BN:

（14）

（15）

Normalization problem of singular 

Boolean networks

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



Theorem 2. The solvability of converting (13) into (15) is equivalent to, for any row of matrix E, either.

σ𝑗=1
2𝑛 𝑒𝑖,𝑗 = 0 or σ𝑗=1

2𝑛 𝑒𝑖,𝑗 = 2𝑛−𝑟

 Solvability of the normalization problem

（15）

Normalization of singular Boolean networks

Without loss of generality, we assume that 𝐿 = 𝛿2𝑛−𝑟[1,1,… , 1]

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



this condition is not necessary

Normalization of singular Boolean networks

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



Corollaries 1 and 2

z2 t cannot be solved from

δ2n−r
1 = ഥM2z t if σj=1

2n ഥm1,j
2 ≠ 2n−r .

Normalization of singular Boolean networks

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



(25)

 The normalization of ෙ𝑬𝒙𝟏 (𝒕 + 𝟏) = 𝑴𝒙(𝒕)

Theorem 5. Singular Boolean network (25) has equivalent form (15), if and only if ෘ𝐸 ∈ ℒ2𝑛×2𝑟 is full of column 

rank.

Corollary 3. Singular Boolean network (25) has equivalent form (15), if and only if  

Normalization of singular Boolean networks
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Solvability of singular Boolean networks

 𝑟𝑎𝑛𝑘[𝐺 𝐻] = 𝑟𝑎𝑛𝑘[𝐺]; for any initial value 𝑥(0), 𝐺𝑥(𝑡 + 1) = 𝐻𝑥(𝑡) has solution 𝑥(𝑡).

 When 𝑥 0 = [1 0 0 0]T 𝑜𝑟 𝑥 0 = [0 0 1 0]T, the solution is not unique.

 When 𝑥 0 = [0 0 0 1]T, the solution is  unique.

 When 𝑥 0 = [0 1 0 0]T, the solution in the first step is unique, while in the second step it is not.

Consider:

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



If σ𝑗=1
2𝑛 𝑔𝑖𝑗 > 1, σ𝑗=1

2𝑛 ℎ𝑖𝑗 ≠ 0, then the solution 𝑥(𝑡 + 1)

is not unique for initial value x(0) satisfying 𝐻𝑥 0 =

𝛿2𝑛
𝑖 .

If σ𝑗=1
2𝑛 𝑔𝑖𝑗 = 0, σ𝑗=1

2𝑛 ℎ𝑖𝑗 ≠ 0, then the Eq. does not

have solution for initial value x(0) satisfying 𝐻𝑥 0 =

𝛿2𝑛
𝑖 .

For the same row of G and H, take 𝑖 th row.

Solvability of singular Boolean networks

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



If singular Boolean network system satisfies the condition in Theorem 1 (or Theorem 5), 

and the condition in Theorem 4

If the condition of Theorem 4 does not hold, and only condition in Theorem 1 (or 

Theorem 5) is satisfied

Admissible initial values 

for singular BN

Via coordinate transformation 𝑥 = 𝑄 𝑧
the corresponding solution x(t) of (13) is derived

(31)

(32)

Solvability of singular Boolean networks

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013
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Fixed points and cycles

[8] Cheng D, et al. Analysis and Control of Boolean Networks: A Semi-Tensor Product Approach. 2011

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



[8] Cheng D, et al. Analysis and Control of Boolean Networks: A Semi-Tensor Product Approach. 2011

with  normalization



without normalization

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



Conclusion and discussion

Two kinds of condensed 

algebraic forms

The normalization 

problem

STP Some conditions for the 

solvability of the 

normalization problem

Solutions and 

admissible initial 

values

Fixed points and cycles

Feng J, et al. Singular Boolean networks: Semi-tensor product approach[J], 2013



Disturbance decoupling of singular Boolean 
control networks 

PRELIMINARIES

Liu Y, et al. Disturbance decoupling of singular Boolean control networks[J], 2015

We study and analyze gene regulatory

networks when some external

disturbances exist, for example, in the

healthy mechanisms of biological

systems, cancer as usual be defined as

failures, how to design a controller such

that these external disturbances have no

influence on the outputs of system is an

important problem in biological systems,

which is called disturbance decoupling

problem (DDP).



Definition 4. ([24]) Given an integer t ≥ 2, a t-type is a set of t logical matrices of dimension t × t. That 

is, 

Lemma 1. ([39]) Logical function 𝑓(𝑥1, 𝑥2, … , 𝑥𝑛) with logical variables 𝑥1, 𝑥2, … , 𝑥𝑛 ∈ ∆2 , and there 

is a unique matrix 𝑀𝑓 ∈ ℒ2×2𝑛, called the structure matrix of 𝑓, such that

Lemma 2. ([30]) Given an integer r ≤ n, let 𝑀𝐺be the structure matrix of the given logical mapping 𝐺 =

𝑔1 𝑥1, … , 𝑥𝑛 , … , 𝑔𝑘 𝑥1, … , 𝑥𝑛 : 𝐷𝑛 → 𝐷𝑘.Split 𝑀𝐺 into 2𝑟 blocks as 𝑀𝐺 = [ 𝑀𝐺 1, 𝑀𝐺 2, … , 𝑀𝐺 2𝑟]

𝑥𝑟+1, … , 𝑥𝑛 are redundant variables if and only if

[39] D. Cheng, et al. Analysis and control of Boolean networks: a semi-tensor product approach. 2010.

[30] M. Yang, et al. Controller design for disturbance decoupling of Boolean control networks, 2013.

PRELIMINARIES



Consider the following static equations

STP

[24] D. Cheng, et al. Bi-decomposition of multi-valued logical functions and its applications, 2013.



In general, we consider the following SBCN, which consists of n nodes, m control inputs,     disturbance inputs 

and      outputs (e ≤ r)

STP

If 𝐿2satisfies Lemma 3

D. Cheng, at al. Bi-decomposition of multi-valued logical functions and its applications, 2013.

Remark 1. If e > r, the rest of e − r states can be expressed by  𝑋1(𝑡) from (4) and Lemma 3, then 𝑌 (𝑡) is a function on 𝑋1(𝑡).Hence, we only consider the 

case e ≤ r without loss of generalization



State feedback control 

Output feedback control
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Feedback control 

State feedback control 

Output feedback control

State feedback control 

Liu Y, et al. Disturbance decoupling of singular Boolean control networks[J], 2015



The DDP could be solved by 𝑈(𝑡) = 𝐾𝑋(𝑡), if and only if 𝑋4(𝑡),𝜉(𝑡)

are redundant variables in (16).

State feedback control 

Liu Y, et al. Disturbance decoupling of singular Boolean control networks[J], 2015

define a set ⋀ = {𝑚1, 𝑚2, … ,𝑚2𝑟}



The DDP could be solved by 𝑈(𝑡) = 𝐾𝑋(𝑡), if and only 

if 𝑋4(𝑡),𝜉(𝑡) are redundant variables in (16).

Theorem 1. The DDP of SBN (12) is solved, if and only if

Additionally, if (18) holds, then the state feedback matrix can be designed as

State feedback control 

Liu Y, et al. Disturbance decoupling of singular Boolean control networks[J], 2015



Liu Y, et al. Disturbance decoupling of singular Boolean control networks[J], 2015
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Output feedback control
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Output feedback control

Based on the result obtained in Theorem 1, we analyze how to design output feedback controller in the 

form of

STP

For for all               we denote           by the set of states whose output is  

Liu Y, et al. Disturbance decoupling of singular Boolean control networks[J], 2015



Theorem 2. Assume that (18) holds. The DDP of SBCN (12) is solved by the output feedback control if 

and only if

Moreover, if (24) holds, then we can obtain all the output feedback gain matrices

, we have

Proof: (Sufficiency) Suppose that (24) holds, and the output feedback gain matrices are in the form of (25). 

Assuming

Since 𝛼𝑘𝑖 ∈ ℛ(𝑘𝑖) ⊆ ℬ𝑖,∀𝑖 ∈ Ω𝑛,from Theorem 1 it is learnt that the DDP is solvable by the state 

feedback control 𝑈(𝑡) = (ℛ𝐾′)𝑋(𝑡). Therefore, the DDP is solved by the output feedback control 

𝑈(𝑡) = ℛ𝑌(𝑡).

(Necessity) If (24) does not hold, there exists an integer 𝑘′ ∈ Ω𝑝′ such that ℛ 𝑘′ = ∅, i.e.𝒪(𝑘′) ≠ ∅

andځ
𝛿
2𝑛
𝑖 ∈𝒪 𝑘′ ∩∧

ℬ𝑖 = ∅, then we suppose that 𝒪 𝑘′ = {𝛿2𝑛
𝑖1 , … , 𝛿2𝑛

𝑖𝜖 } .Hence,  𝑘𝑖1 = ⋯ = 𝑘𝑖𝜖 = 𝑘′and 

we have 𝛼𝑘𝑖1 = ⋯ = 𝛼𝑘𝑖𝜖 = 𝛼𝑘′ .                                       . 

Since the DDP is solvable by 𝑈(𝑡) = 𝑅𝑌 (𝑡), one can obtain that 𝑈(𝑡) = (𝑅𝐾′)𝑋(𝑡).is a state feedback 

controller. Therefore,𝑎𝑘′ ∈ ځ
𝛿
2𝑛
𝑖 ∈𝒪 𝑘′ ∩∧

ℬ𝑖, which is a contradiction to ځ
𝛿
2𝑛
𝑖 ∈𝒪 𝑘′ ∩∧

ℬ𝑖 = ∅.                                              

Consequently,ℛ 𝑘 ≠ ∅ for all 𝑘 ∈ Ω𝑝′ .  
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The expression of SBNS

An SBN is a set of nodes,                           in which r (r < n) nodes satisfy the 

following dynamic logical equations:

for t ≥ 0 and the states of remainder 𝑛 − 𝑟 nodes satisfy the 

following algebraic logical equations at t ≥ 0,

STP

Rewrite system (1) in a simple way:

Liu Y, et al. Function perturbations on singular Boolean networks[J], 2017



 Multiplying (3)(b), (3)(c) from the left and right by           respectively, one obtains

x(t + 1) still takes value arbitrarily from the set {𝛿
2𝑛
𝑖𝑗−1 2𝑛−𝑟+1

, … , 𝛿
2𝑛
𝑖𝑗2

𝑛−𝑟

} with 𝑥 𝑡 = 𝛿2𝑛
𝑗

,which 

implies that 𝐿0can be regarded as the transition matrix of (4a).

 Multiplying the equations in (3)(a) together yields

 Multiplying (4a) from the left by 

 multiplying (4a), (4b)(a) and (4b)(b) together, system (3) can be rewritten by 

The expression of SBNS



 Multiplying (5) from the left by                     yields

the solution set of static equation (3)(b). Let      be the solution set of (3)(b), called admissible state set. We

assume                                                                                              Let

Clearly,                                                                       and                                           Then, we have

From the above equation, the relation between      and      can also be obtained as follows:

The expression of SBNS

Matrix 𝐿𝑐 can be obtained from 𝐿0 by substituting the elements in the rows and columns with indexes 𝑏1, 𝑏2, … 𝑏𝑙
by zeros.



The transition matrix under function perturbations

function perturbations

Li, H., et al. Function perturbation impact on the topological structure of Boolean networks. 2012

Definition 2. A one-function perturbation of SBN (3) is obtained if structure matrix 𝑀𝑓𝑖of a function 𝑓𝑖 (𝑖 ∈

[1, 𝑛])alters by changing the value on some 𝐶𝑜𝑙𝑗𝑀𝑓𝑖for 𝑗 ∈ [1, 𝑛]) ,that is, changing 𝛿2
1to 𝛿2

2 or changing 𝛿2
2to 𝛿2

1





Local uniqueness of solutions to SBNS

Liu Y, et al. Function perturbations on singular Boolean networks[J], 2017



Local uniqueness of solutions to SBNS

Liu Y, et al. Function perturbations on singular Boolean networks[J], 2017



The topological structure under static equation perturbations

The necessity is similar 

with that in Theorem 10



The topological structure under dynamic equations perturbations



Now, we consider one kind of unstable situations called shrink. In the following, we discuss two special cases. 

Suppose that                                       is a cycle of SBN (3) (see Fig. 1), and the local uniqueness of solution is 

invariant under perturbations. If there exists                    such that                and                               Ξ. Then 

there exist two cases: 𝑖 < 𝑣 and 𝑖 > 𝑣. When 𝑖 < 𝑣, assume                                                       and for any 

then a shrunken cycle of SBN (3) is obtained under function 

perturbations, which is of length 𝑣 + 1 − 𝑖 as shown in Fig. 2. 

On the other hand, when 𝑖 > 𝑣, assume                                                                                    and for any

then a shrunken cycle of SBN (3) is obtained under function perturbations with length 𝑣 + 𝑙 + 1 − 𝑖 as shown 

in Fig. 3. In general, we have the following result.

The topological structure under dynamic equations perturbations



The topological structure under dynamic equations perturbations

Liu Y, et al. Function perturbations on singular Boolean networks[J], 2017



The topological structure under static equation perturbations

Liu Y, et al. Function perturbations on singular Boolean networks[J], 2017



Dynamic-Algebraic 

BNs

Normalization and Solvability of Dynamic-

Algebraic Boolean Networks

An DABN is a set of nodes,                           in which r (r < n) nodes satisfy the following dynamic logical 

equations:

for t ≥ 0 and the states of remainder n − r nodes satisfy the following algebraic logical equations at t ≥ 0,

STP

Liu Y, et al. Normalization and Solvability of Dynamic-Algebraic Boolean Networks[J], 2018



Definition 2 [22]: If                           can be expressed as functions of                      by (2b), then DABNs 

can be transformed into standard BNs by substituting the variables                           into (2a). This 

process is called the normalization of DABNs.

where                                              Denote by       the set of indices i such that                            Let      be 

the set of all canonical vectors        with                Based on       , we define                        as the set of all 

canonical vector       , and then no vector           can be found in      such that by assuming 

and                     , condition (2b) holds. Moreover, denote by       the set of indices 𝑖 such that only one of 

the columns of       coincides with           and let        be the set of canonical vectors        with               It 

is obvious that

[22] D. Cheng et al. Bi-decomposition of multi-valued logical functions and its applications, 2013.



when



Solvability of DABNs

Liu Y, et al. Normalization and Solvability of Dynamic-Algebraic Boolean Networks[J], 2018



find lower dimensional conditions for the solvability of DABNs

plays an important role in the way to

Solvability of DABNs

Liu Y, et al. Normalization and Solvability of Dynamic-Algebraic Boolean Networks[J], 2018



Solvability of DABNs



Extension to DABCNs

In this section, we study the solution to DABCNs. Consider the dynamic system as



Liu Y, et al. Normalization and Solvability of Dynamic-Algebraic Boolean Networks[J], 2018


